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Dynamical mechanisms of accretion in 
galactic nuclei.

Study of stability, accretion, and tidal disruption near 
supermassive black holes with advanced parallel computer 

technologies.

12 referred + 4 in progress 

(2020 – 2021): 

MNRAS – 7; A&A – 4; ApJ – 1

~97 citations…
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Galaxy Collisions



Galaxy Collisions ≈ BH’s collisions



Galaxy Collisions ≈ BH’s collisions

Multiple Massive Black Holes 
NGC6240

strong ongoing merger…
Komossa et al. 2002

Two AGN in each of Nuclei separation 
~1kpc Chandra X-Ray

M82: The bright spots in the center are 
supernova remnants and X-ray binaries. The 
luminosity of the X-ray binaries suggests that 
most contain a black hole. A close encounter 
with a large galaxy, M81, in the last 100 Myr is 
thought to be the cause of the starburst activity.
Ebisuzaki et al. 2002



Galaxy Collisions ≈ BH’s collisions



Double & Triple SMBH evolution in galaxy centers. 
New hybrid code approaches and performance tests.

1:10 minor merger

Two SMBH’s ~10^6 Mo

High accuracy direct 
summation: ~3M 

Particles!

First time reach the 
< 1 mpc separation of BBH 

from initial ~1 kpc scale

Full up to 3.5 PN accurate 
BBH dynamics!





Hierarchical Individual Block Time Steps

Our φGRAPE/GPU N-body code

4th order Hermite scheme

ftp://ftp.mao.kiev.ua/pub/berczik/phi-GRAPE/

Harfst et al, NewA, 12, 357 (2007) [astro-ph/0608125]
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Our φGRAPE/GPU N-body code

ftp://ftp.mao.kiev.ua/pub/berczik/phi-GRAPE/



N

N/NGPU

Nact

MPI_Scatter

MPI_Bcast
MPI_Reduce

Our φGRAPE/GPU N-body code

𝑚𝑗; Ԧ𝑟𝑗; Ԧ𝑣𝑗; 𝑡𝑗

𝜑𝑖; Ԧ𝑎𝑖;
ሶԦ𝑎𝑖𝑚𝑖; Ԧ𝑟𝑖; Ԧ𝑣𝑖; 𝑡𝑖



Some communication scheme...

Our φGRAPE/GPU N-body code

𝑖, 𝑗 − 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑁𝑙𝑜𝑐 =
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ftp://ftp.mao.kiev.ua/pub/berczik/phi-GPU/

http://adsabs.harvard.edu/abs/2011hpc..conf....8B

Our φGRAPE/GPU N-body code



ftp://ftp.mao.kiev.ua/pub/berczik/phi-GPU/

http://adsabs.harvard.edu/abs/2011hpc..conf....8B

Δ𝑇𝑡𝑜𝑡𝑎𝑙 = Δ𝑇ℎ𝑜𝑠𝑡 + Δ𝑇𝐺𝑃𝑈 + Δ𝑇𝑐𝑜𝑚𝑚 + Δ𝑇𝑀𝑃𝐼

𝛥𝑇𝑀𝑃𝐼 ∝ (𝜏𝑙𝑎𝑡 + 𝑁𝑎𝑐𝑡) ⋅ log(𝑁𝐺𝑃𝑈)

Δ𝑇𝐺𝑃𝑈 ∝ 𝑁 ⋅
𝑁𝑎𝑐𝑡
𝑁𝐺𝑃𝑈

Our φGRAPE/GPU N-body code
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Our φGRAPE/GPU N-body code
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Our φGRAPE/GPU N-body code
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Our CPU/GPU “hybrid” N-body code

Code development together with Yohai…
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Our CPU/GPU “hybrid” N-body code

Slide from Yohai…



Double & Triple SMBH evolution in galaxy centers. 
New hybrid code approaches and performance tests.

MAO 3+2 new nodes 4xGF 2080S + 4xGF 3070

4 x GF 2080S, 3072 SP @ 1.81 GHz
4 x GF 3070, 5888 SP @ 1.77 GHz



JUWELS Booster consists of 936 compute nodes, each equipped with 4 NVIDIA A100 GPUs. 
The GPUs are hosted by AMD EPYC Rome CPUs. The compute nodes are connected with 
HDR-200 InfiniBand in a DragonFly+ topology. 





Our φGRAPE/GPU (single node) N-body code



Our φGRAPE/GPU (single node) N-body code



Our φGRAPE/GPU (single node) N-body code



Our φGRAPE/GPU (single node) N-body code



Our φGRAPE/GPU (parallel) N-body code



Our φGRAPE/GPU (parallel) N-body code





Juwels booster A100

--------------------

1 GPU : 4770 sec

2 GPU : 2501 sec

4 GPU : 1721 sec

8 GPU : 1340 sec

16 GPU : 1212 sec

--------------------

Speedup compare to 

direct run: ~10 - 16


